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In this article, a study is made about a shift in the mean of a set of independent normal 
random variables with unknown common variance. The marginal and joint posterior distribu- 
tions of the unknown time point and the amount of shift are derived. Small and large sample 
results are presented. 

K E Y  WORDS: 	 recently, Feder [2] [3], Sen and Srivastava [8] have 
given bibliographies in this subject. Mean Shift 

Time Point and Amount of Shift In this article a Bayesian approach is used to ob- 
Posterior Distribution tain the marginal and joint posterior distributions of 

T and 6. Bayesian inference can thus be made margi- 
1. INTRODUCTION 	 nally on T or 6, or jointly. In section 2, the marginal 

Suppose that X,, X2, . . ., X, are random variables and joint posterior distributions of T and 6 are de- 
which have the following structure: rived. Examples using real data are provided in sec- 

p + t i ,  i =  1,2, . . . ,  T;xi = { 
p + 6  + ti, i =  T +  1, . . . ,  n; (1.1) 

tion 3. 

where t,, i = 1, 2, . .., n, are independently and 
2. POSTERIOR DISTRIBUTIONS O F  T A N D  6 

normally distributed random variables with mean In matrix notation, (1.1) can be written as 
zero and variance a2; T, p, 6 and a are unknown 
parameters, 1 5 T < n - 1, -00 < p < 00, -00 < 6< 
co, a > 0. where 

In practice, situations often arise that observations 
are taken on the random variables XI, X2, . . ., X, at 
consecutive time points. Possibly due to some exo- 
genous factors, the first and second parts of the se- 1, is an n-dimensional vector with all components 
quence of the random variables may operate at two unity;
different mean levels. It is of interest to make statis- cT is also an n-dimensional vector with the first T 
tical inference about the time point and the amount components all zero and the last n - T all unity. 
of shift. In terms of the notations given in (1.1), the The notation " ' " denotes the transpose of a vector. 
unknown parameters T and 6 represent the time point The object is to derive the joint and marginal poste- 
and the amount of shift, respectively. rior distributions of T and 6. It is assumed that the 

Many studies concerning this shifting problem and prior distributions of T, 6, p, u are 
related topics have appeared in the literature: Cher- 
noff and Zacks [I], Kander and Zacks [7], Hinkley 1) P(T) = l l(n - l), T = 1,2 ,  . . . ,  n - 1; 
[6], Srivastava and Sen [9], Ferreira [4], etc. Most 2) p(6) is normal with mean 0 and variance ua2; 

3) p(p) is normal with mean 0 and variance up2; 
4) p(u) a-l, 

Received April 1975, revised March 1977 	 respectively. Furthermore, T, 6, p, u are independent. 
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2.1 Joint posterior distribution of T and 6 

In this section the joint posterior distribution of T 

and 6 is derived. The likelihood function L(T,6 ,  u I X )  

of 7 , 6 and a ,  given the observations x = (x,, x2, . . ., 
x,)' on X has the form of a normal probability func-
tion with mean 6cT and covariance matrix U ,  where 

U = a 2 [ I n + ( a , 2 / a 2 ) 1 n 1 n ' ] .  (2.1.1) 

I n  denotes the identity matrix of order n. Following 
Bayes' formula, the joint posterior probability func-
tion of 7 ,  6 and a,  given x is 

p(7, 6, a I x )  = a-' 1 UI - ' I 2  exp [- 1/2{(x- 6cT)' 

It may be shown (see Gardner [5] ) :  

U- '  = O - ~ [ I ,- ( 1  + r)-'  l n ln l / n ]  (2.1.3) 

where 

r = (a2/n)/aU2. 

Furthermore, 

lUl = + ( ~ > / ~ ~ ) l n l n ' l( T ~ " I I ~  

-- n a 2 ( n - ~ )uU2(1+ r) .  

Thus, 

In case where the prior knowledge about the target 
value p is vague relative to the information obtain-
able from the sample (even for small sample size), we 
may assume that u2/n << aU2.For example, the 
precision due to human setting of certain machines 
may be less than the precision of the machines in 
producing the items according to that setting. Then 
(2.1.3) and (2.1.4) can be further simplified to 

and (2.1.5) 

respectively. Hence, from (2.1.2) and (2.1.5) we have 
that, for a2/n <<uU2, 

where 

With an extensive amount of algebra, it can be shown 
that 

where 
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and 

If, in addition, a6' >> u2, then 

P ( T ,  6, a1 X) a-" exp [-Q(T,  6) / (2u2)] .(2.1.12) 

This result is obtained by applying the well known 
identity 

= (a  + C ) ( Z  - h)2 + ac(b - d)2/(a+ c) ,  

where 

h = (ab + cd)/(a + c) ,  

to the expression ~ ( n- 7 ) ( 6  - AT)2/n + a262/u62in 
(2.1.6) which, for q2>> u2,yields 

Furthermore, the fact that H ( T )  2 0 leads to the 
inequality 

where 

Hence J T 2  is bounded from above for a given sample 
x l ,  x2, . . . , x,. Thus, (a2/aa2)$,+ -t 0.0 as ( U ~ / U ~ ~ )  

By integrating out a in (2.1.12), the joint posterior 
probability function of T ahd 6 is 

where Q(T,6 )  is defined in (2.1.8). A convenient way 
of computing (2.1.15) can be obtained by multiplying 
~ ( 7 1X )  and p(61 7 ,  x ) ,  which are given in (2.2.2) and 
(2.3.l), respectively. 

2.2 Theposterior distribution of 7 

Integrating (2.1.15 )  with respect to 6 results in the 
posterior probability function p ( ~ lx )  of 7: 

where H(T) is defined in (2.1. lo)  or (2.1.1 1 ) .  An ex-
pression for p(71 X )  which is more convenient for com-
putation and interpretation is given by 
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where 

Alternatively, one can write 
.. 

R ( 7 )  = 1 - - - 1)sn2), (2.2.4)~ ( n  ~ ) 8 ~ ~ / ( n ( n  

where 8,  = 2,-, - i,,as defined in (2.1.9) .  In gen- 
eral, the mode of p ( ~ lx )  is the value of T which gives 
rise to the minimal value of R ( T ) or, equivalently, the 
maximum of ~ ( n- 7)8,'/n, for all T , T = 1, 2 ,  . . ., n 
- 1. 

For large n, p ( ~ l  x )  of (2.2.2) can be approximated 
'JY 

P ( T ~ X )a [ n / ( ~ ( n- T))]"'  exp [ - n R ( ~ ) / 2 ] ,  

This is obtained from (2.2.2)  and repeated use of 
(2 .2 .4 ) .  

2.3 The posterior distribution of 6 

From p (61 T ,  X )  = x ) ,  it can be shown P(T,  61 x ) / ~ ( T ~  
that the conditional posterior distribution of 6,  given 
T is a t-distribution with mean $,, variance S ( T ) / ( ~-
2 )  and n - 2 degrees of freedom. For large values of 
n, the conditional posterior distribution of 6,  given T 

approaches a normal distribution with mean 8, and 
variance S ( T ) / ( ~- ~ H ( T ) / ( T ( ~2 ) ,  where S ( T )  = -

T ) ) .  

TABLE I -The posterior probability of 7 

The marginal posterior distribution of 6 can be 
obtained from (2.2.2)  as 

p(d X )  5'I p(61 T .  x)p(rl x) .  (2.3.1 )= T =  

which is a weighted average of t-distributions. 

3. APPLICATION TO ILLINOIS TRAFFIC DATA 

For the annual data from 1962 to 1971 on traffic 
deaths in the State of Illinois, Srivastava and Sen 
[9 ]  postulated the following model: 

where Y ,  is the number (in hundreds) of traffic deaths 
for the ith year, and the ti's are assumed to be inde- 
pendently and normally distributed with mean zero 
and a common unknown variance. To  detect a pos- 
sible change and its amount of change in p, ,  the 
posterior distributions of T and 6,  given X = x, are 
obtained using the results in Section 2. The results are 
listed in Tables 1 and 2.  The posterior mode of T is T 

TABLE 2-The Posterior Probability Density of 13 

-3.2 0.0698 
-3 .O 0.1026 
-2.8 0.1489 
-2.6 0.2106 
-2.4 0.2852 

-2.2 0.3637 
-2 .O 0.4300 
-1.8 0.4671 
-1.65 0.4702 
-1.6 0.4663 

-1.4 0.4316 
-1.2 0.3758 
-1.O 0.3129 
-0.8 0.2526 
-0.6 0.1999 

-0.4 0.1562 
-0.2 0.1212 
0.0 0.0939 
0.2 0.0729 
0.4 0.0568 

0.6 0.0446 
0.8 0.0352 
1.0 0.0279 
1.2 0.0222 
1.4 0.0179 
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= 4 with probability 0.453. That of 6 is 6 = -1.65 
with density 0.47. The joint posterior distribution of T 

and 6 is also obtained and the joint mode is also 
found to be (T, 6)  = (4, -1.65) with joint density 
0.2662. 
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